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Assistance in Clinical Practice among Registered Physicians of 

Bangladesh 
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In the changing field of healthcare, AI models based on GPT technology have the potential to bring 

about changes in how diseases are diagnosed and treated. Despite global enthusiasm, there is a 

critical gap in exploring the acceptance and awareness of these AI tools among doctors in 

Bangladesh. This investigation becomes crucial as it navigates the challenges faced by physicians in 

middle-income countries like Bangladesh, providing a foundation for future implementations and 

advancements in AI-assisted healthcare. Therefore, this study aims to explore the acceptance and 

awareness of GPT-based AI for clinical practice among doctors in Bangladesh. In this study, we 

looked at 398 registered physicians in Bangladesh. The research used a convenient sampling 

method and employed a questionnaire to collect information. The size of the sample was chosen 

using a calculation for a 95% confidence level. Statistical analysis included looking at combined 

data, calculating frequencies and percentages well, and using the Chi-square test and multivariate 

logistic regression bivariate and multivariate analysis was done. All statistical analysis was done 

using Stata 17 software. This study examines GPT-based AI acceptance and awareness among 

Bangladeshi physicians. Key findings reveal a prevalence of 26.13% for acceptance and 71.11% for 

awareness. Acceptance significantly varies with age (p=0.013), preferring those aged 21-30. Gender 

(p=0.001) influences awareness, showing in females. Physicians aged 41-50 exhibit lower 

acceptance odds (AOR=0.13), and females have decreased acceptance odds (AOR=0.29). 

Demographics don't significantly impact awareness. This study sheds light on Bangladeshi doctors' 

views on GPT-based AI in healthcare. While some actively support its use, a majority are aware. 

Age, gender, and workplace influence acceptance. Tailored strategies are vital for addressing 

concerns. Future research should focus on understanding physicians' adoption of GPT-based AI. 
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Introduction 

ccurate and immediate diagnosis of 

diseases holds importance in clinical 

practice as it forms the basis for effective 

treatment and patient well-being1,2. As the era 

progresses, different technology emerges to ensure 

the benefit of the individuals. In this scene, the 

advent of Artificial Intelligence (AI) has paved the 

way for advancements with the introduction of AI 

web chatbots like Bing AI and ChatGPT. These 

chatbots have demonstrated capabilities across 

different fields, including healthcare3,4,5. AI 

models like ChatGPT and Bing AI, powered by 

GPT technology, hold immense potential to 

revolutionize disease diagnosis by providing 

efficient and reliable results6,7,8. These models are 

trained on various datasets and can provide 

predictions regarding the probability of various 

diseases based on a patient's symptoms and 

medical history9. This may assist doctors in their 

decision-making process by offering real-time 

data analysis capabilities10.  
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However, despite the growing interest in the 

potential of GPT-based AI language models for 

diagnostic purposes, healthcare professionals, 

especially doctors in Bangladesh, need more 

certainty regarding the actual benefits of 

integrating these AI tools into their 

practice11,12,13,14. Some nations have already started 

using AI tools to assist in practices, while others 

are still in the phases of integrating these 

technologies. Most Physicians may not have 

concerns about the accuracy of AI diagnoses and 

may require additional knowledge about how 

these tools can assist them in clinical 

practice15,16,17,18. The physician also may or may 

not adopt this technology, which can help them in 

their clinical practice19,20,21,22. These challenges are 

particularly pertinent in lower economic countries 

like Bangladesh, where many physicians may 

need to be made aware of the capabilities and 

implications of GPT-based AI language models. 

Understanding the current state of the adoption of 

AI chatbots as medical assistants and gaining 

insights into the potential future integration of AI 

language models in the healthcare sector is crucial 

for optimizing patient care and healthcare 

delivery23,24. Integrating intelligence (AI) into 

healthcare sectors has proven to be incredibly 

advantageous in improving effectiveness and 

decision-making processes in many countries25,26. 

AI technologies like GPT-based systems have 

exhibited the potential to improve precision and 

patient results across various medical fields. These 

models’ ability to process natural language and 

leverage real-time data analysis makes them 

valuable tools for supporting physicians in 

diagnosing and managing patients' conditions 

effectively27. It was found that numerous doctors 

acknowledge the benefits of integrating AI into 

healthcare in fields like diagnosis, treatment 

strategies and patient monitoring28. However, AI 

technology still faces challenges when it comes to 

comprehending and understanding information at 

middle-income country levels, like 

Bangladesh29,30,31. So, this comprehensive 

literature review creates a question of whether 

Bangladeshi physician will accept or them aware 

of this technology and whether they will use this 

AI tool as their healthcare assistant in clinical 

practice. To find out this, we identified a crucial 

research gap as this domain hasn’t been explored. 

So, this research aims to explore the acceptance 

and awareness of GPT-based AI, like ChatGPT 

and Bing AI, for clinical practice among doctors 

in Bangladesh. The study focuses on the novelty 

by identifying the prevalence of acceptance and 

awareness among these physicians, which would 

provide valuable insight into the future 

implementation of AI in clinical practice among 

doctors. 

 

Methods 

There are approximately 1,86,000 dedicated 

medical professionals holding MBBS and BDS 

degrees in Bangladesh32. These doctors are all 

under the umbrella of BMDC registration, 

forming the bedrock of this study's focus. For this 

study, we've chosen a cross-sectional design, 

which gives us a snapshot of how registered 

physicians in Bangladesh perceive and accept 

GPT-based AI tools. This approach helps us 

capture a wide range of opinions from doctors at a 

specific period, allowing us to understand the 

current state of awareness and acceptance among 

physicians. 

Study design 

Our study used a convenient sample strategy, 

which meant we reached out to doctors in the 

most convenient way for them to participate. This 

afforded us a wide variety of opinions as we 

involved doctors from different specialties. Our 

exclusive attention was on doctors with Licensed 

MBBS or BDS degrees, ensuring a focused and 

relevant perspective. 

 

 

 
Assume we have a sample size of ‘n’ people. The 

standard normal deviation, indicated as ‘z’, is 

commonly set at 1.96, corresponding to a 95% CI 

level. Furthermore, the proportion of individuals 

in the target group that possess qualities is 

considered to equal 50%. The desired margin of 

error ‘d’ is commonly set to 0.5%. Thus, N = 

(1.96)2 × 0.50 × (1-0.50) ÷ (0.05)2 = 385.  

Therefore, a minimum sample size of 385 would 

be necessary for this study.  

Inclusion and exclusion criteria 

Our criteria for including participants were 

doctors who had completed at least an MBBS or 

BDS degree and were BMDC registered. Consent 

was key for participation – only those who 

willingly provided their consent were part of our 
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study. We excluded intern doctors and incomplete 

survey fill-up data. 

Data collection 

To gather insights, we used both digital and 

physical approaches. A valid questionnaire was 

first introduced for collecting physician data. In 

the questionnaire set, we collected the 

demographic characteristics of the individual. 

Also, we used the Likert tool with 5 questions to 

check the awareness parameter of the participant. 

Even before starting data collection, a pilot survey 

of 30 physicians was assessed first in order to 

identify any issues and the validity and reliability 

of the process. This Likert tool questionnaire's 

internal consistency was checked using 

Cronbach’s alpha and McDonald's omega (ω) 

coefficient values, which gave the value of 0.7907 

and 0.7954, respectively, which means there is 

strong internal consistency present throughout the 

Likert tool. We utilized a Google form to collect 

data online through an interpersonal approach. We 

also distributed it through private social media 

doctors’ groups to collect data from doctors who 

were not feasible enough to reach. On the other 

hand, in the physical part, we created paper 

surveys and went to feasible locations where we 

could easily find a suitable number of doctors. In 

social media, we took data from Facebook and 

WhatsApp groups, and in the physical world, we 

went to multiple hospitals, diagnostic centres’, and 

private chambers in which we collected data from 

physicians. The participants were instructed 

properly on how to fill out the questionnaire and 

submit their responses so that they would not face 

issues as part of the process of collecting data. In 

the physical approach, the identification of 

hospitals, chambers, and diagnostics was most 

crucial. We tried to collect data from doctors 

identifying suitable times for physicians' 

convenience as well as from different 

geographical areas in Bangladesh to see the actual 

perception of doctors towards acceptance of GPT-

based AI tools. The data collection process 

ensures consistency and reliability in collecting 

physician data. Adequate training was given to 

each personnel in handling both physical and 

digital data during the collection procedure. 

Study participant 

Although 385 participants were our minimum 

requirement for getting a good result, we collected 

a total of 414 participant data. Among them, 16 

data were excluded as they were not properly 

filled out, and some provided multiple entries. We 

identified them carefully and excluded them. 

Through the online approach, we collected 148 

participants' information, and from the offline 

approach, we collected the rest of the participants' 

information from our survey. After carefully 

filtering all the data, we finalized 398 data for our 

study participants, which were sent for further 

analysis. 

Outcome measure 

The primary outcome variables were the 

‘Acceptance’ and ‘Awareness’ of using GPT-

based AI tools, indicating whether participants 

accept and are aware of GPT-based AI as a form 

of medical support. For acceptance, the binary 

variable was derived from participants' responses 

to the question “Whether they want to accept 

GPT-based AI as their medical assistant”, where 

an affirmative response is coded as acceptance 

(‘Yes’), and a negative response is coded as non-

acceptance (‘No’). In addition, we tried to 

determine the participants' “awareness of using AI 

tools” through the Likert tool, where they were 

asked, “I am familiar with GPT-based AI as 

medical assistance”. “I understand the capabilities 

and medical applications of GPT-based AI”. “I 

actively seek information to stay updated on GPT-

based AI advancements in the medical field”. “I 

feel confident in my knowledge of how GPT-

based AI impacts medical practice”. “I believe 

familiarity with GPT-based AI is crucial for 

personal and societal development in the medical 

field”. Participants were asked to share their 

opinions, and this was labeled as Strongly Agree, 

Agree, Neutral, Disagree, and Strongly Disagree. 

These values are coded as 1-5, and after collecting 

the data, they are summed up, and the mean value 

of each of the Likert variables is assessed. The 

mean cut point was set to 2.5, where participants 

had a mean score of less than 2.5 were labeled as 

Aware, and those above 2.5 were labeled as not 

aware. 

Independent variable 

The section on independent variables in the 

research covers a range of factors related to 

participants’ demographic characteristics 

regarding the adoption of Artificial Intelligence in 

the field of medical science. We gather 
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information about demographics such as age 

groups ranging from 21-30 years, 31-30 years, 41-

50 years and above 50 years old, gender (male and 

female), and educational diversity, including 

graduate and postgraduate qualifications. In terms 

of professional designation, we consider 

categories as Medical officers, Resident medical 

officers, registers, professors, and others. 

Workplace in various healthcare settings 

categorized as Government hospitals, Private 

hospitals, Medical colleges/teaching hospitals, 

Healthcare clinics/centers and others.  

Ethical consideration 

Ethical considerations (IRB #2023/OR 

NSU/IRB/0806) place emphasis on the well-being 

of participants by ensuring that they are fully 

informed, their confidentiality is protected, and 

their autonomy is respected. The study follows the 

principles of beneficence, aiming to contribute to 

our understanding of AI adoption. Reporting the 

findings with transparency upholds integrity and 

adheres to the standards set by North South 

University IRB while prioritizing the well-being 

of the participants. 

Statistical Analysis 

The study conducted an analysis, including the 

factors influencing physicians’ acceptance and 

Awareness of GPT-based AI as a medical 

assistant among doctors in clinical practice. 

Through univariate analysis, we carefully 

explored participants’ demographic 

characteristics. We calculated frequencies and 

percentages for variables such as age group, 

gender, education level, current designation, and 

workplace, which were the participants’ key 

demographic variables. We also calculated the 

prevalence of Acceptance and Awareness of GPT-

based AI. In terms of bivariate analysis, we 

assessed the association between the demographic 

characteristics and the acceptance as well as 

awareness of the physicians. P-value significant 

association was shown with (Ψ), where an 

increased number of these represented the strength 

of the association. Additionally, a sophisticated 

multivariate logistic regression was used to 

examine the adjusted odds ratio (AOR) of 

variables on both acceptance and awareness of AI. 

We calculated the AOR and 95% confidence 

intervals for factors such as age group, gender, 

education level, current designation, current 

workplace, and prior acceptance and awareness of 

AI applications as medical assistants in clinical 

practice. Here, the significant strength of AOR is 

shown by the (*) value, where the higher number 

of this symbol represents the higher likelihood of 

statistical significance. This advanced statistical 

method helped us identify the factors that 

contribute to physicians' acceptance and 

awareness of AI by considering demographic 

variables. We carefully did the analysis of the data 

through Stata 17 software. 

 

Results 

Figure 1 showing how registered physician feels 

about GPT-based AI, visually displays the 

acceptance and awareness among the participants. 

It shows that around 26.13% of respondents are 

actively supportive of this technology, indicating 

they accept it. On the other hand, a larger group of 

71.11% shows familiarity, with GPT-based AI 

reflecting awareness. The vertical axis represents 

these percentages from 0% to 100%, while the 

horizontal axis categorizes responses as either 

‘Acceptance’ or ‘Awareness’, providing a view of 

the prevalence of participants perceiving the 

technology. 

Demographic characteristics 

In our study, we initially looked into the 

demographic characteristics of the participants. 

The age group showed that the majority of doctors 

fall into the 21-30 years category (55.53%) and 

31-40 years category (30.65%). Doctors aged 41 

to 50 years made up 9.30%, while those in the 51-

60 years and over 60 years categories accounted 

for 4.02% and 0.50%, respectively. As for gender, 

there was a balanced representation, with more 

than one-third (34.42%) male and the rest being 

females (65.58%). 

In terms of educational background, registered 

doctors were graduates (67.59%), with the 

remaining 32.41% having postgraduate 

qualifications. The Current designations held by 

doctors varied, with more than half serving as 

medical officers (54.77%), followed by resident 

medical officers (7.29%), registered physicians 

(3.52%), professors (5.78%), and others (28.64%). 

The distribution across workplaces was diverse: 

government hospitals (22.86%), private hospitals 

(27.39%), medical colleges or teaching hospitals 

(16.08 %), healthcare clinics or centres (6.53 %), 

and other workplaces (27.14 %). 
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Figure 1: Bar chart showing the prevalence of acceptance and awareness of GPT-based AI tools for 

Health Assistance in Clinical Practice among registered physicians in Bangladesh 

 

Table I: Demographic characteristics of the participants 

 

Characteristics Frequency (n) Percent (%) 

Age groups (years)   

21-30 221 55.53 

31-40 122 30.65 

41-50 37 09.30 

51-60 16 04.02 

Above 60 02 00.50 

Gender   

Male 137 34.42 

Female 261 65.58 

Education level   

Graduate 269 67.59 

Post Graduate 129 32.41 

Current designation   

Medical officer 218 54.77 

Resident medical officer 29 07.29 

Register 14 03.52 

Professor 23 05.78 

Others 114 28.64 

Current workplace   

Govt hospital 91 22.86 

Private hospital 109 27.39 

Medical college/teaching hospital 64 16.08 

Healthcare clinic/center 26 06.53 

Others 108 27.14 
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Demographic factors association on GPT-Based AI acceptance and awareness 

Through the Chi-square test, we uncovered an important association between demographics and the 

acceptance and awareness of doctors regarding using GPT-based AI as their healthcare assistance. 

Notably, age was shown to have an association with acceptance (p=0.013), and it also found that 

different age groups of physicians had varying levels of acceptance. Physicians aged 21-30 years 

displayed the highest acceptance rate (65.38%) compared to other age groups. Gender also played a role 

in the acceptance (p=0.001) of GPT-based AI among physicians in Bangladesh. Male physicians showed 

high acceptance rates (55.77%), while female physicians demonstrated high awareness of the technology 

(66.08%). These results suggest an association between gender and how physicians perceive AI-based 

health assistance. Although education level did not show an association with acceptance, there was a 

trend observed among physicians based on their level of education. Graduates tended to have a rate of 

acceptance (74.04%) compared to post graduates (25.96%). 

In the end, the present workplace showed a strong association with acceptance (p=0.001). Doctors at 

private hospitals displayed acceptance (27.88%), but anyone who’s in a workplace other than the 

categorized workplace tends to have the highest acceptance (42.31%) of using GPT-based AI as their 

medical assistance in clinical practice.  

 

Table II: Association between demographic factors with acceptance and awareness of the physician using 

GPT-based AI as their assistant in clinical practice 

 

Characteristics Acceptance Awareness 

No Yes No Yes 

n (%) n (%) n (%) n (%) 

Age groups (years)  p=0.013Ψ p=0.245 

21-30 153 (52.04) 68 (65.38) 61 (53.04) 160 (56.54) 

31-40 91 (30.95) 31 (29.81) 34 (29.57) 88 (31.10) 

41-50 34 (11.56) 3 (2.88) 11 (9.57) 26 (9.19) 

51-60 16 (5.44) 2 (1.92) 9 (7.83) 9 (3.18) 

Gender p=0.001ΨΨΨ p=0.742 

Male 79 (26.87) 58 (55.77) 41 (35.65) 96 (33.92) 

Female 215 (73.13) 46 (44.23) 74 (64.35) 187 (66.08) 

Education level p=0.102 p=0.264 

Graduated 192 (65.31) 77 (74.04) 73 (63.48) 196 (69.26) 

Post graduated 102 (34.69) 27 (25.96) 42 (36.52) 87 (30.74) 

Current designation p= 0.670 p=0.498 

Medical Officer 157 (53.40) 61 (58.65) 63 (54.78) 155 (54.77) 

Resident Medical Officer 21 (7.14) 8 (7.69) 11 (9.57) 18 (6.36) 

Register 9 (3.06) 5 (4.81) 3 (2.61) 11 (3.89) 

Professor 18 (6.12) 5 (4.81) 9 (7.83) 24 (4.95) 

Others 89 (20.27) 25 (24.04) 29 (25.22) 85 (30.04) 

Current workplace p=0.001ΨΨΨ p=0.974 

Govt. Hospital 77 (26.19) 14 (13.46) 25 (21.74) 66 (23.32) 

Private Hospital 80 (27.21) 29 (27.88) 34 (29.57) 75 (26.50) 

Medical Collage/Teaching Hospital 55 (18.71) 9 (8.65) 18 (15.65) 46 (16.25) 

Healthcare Clinic/Center 18 (6.12) 8 (7.69) 8 (6.96) 18 (6.36) 

Others 64 (21.77) 44 (42.31) 30 (26.09) 78 (27.56) 

 

Denote: (Chi² significance: Ψ = p-value <0.05, ΨΨ = p-value <0.01, ΨΨΨ = p-value <0.001) 
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Demographic factors influencing GPT-Based AI acceptance and awareness 

This study showed on how demographic factors affect the acceptance and awareness of GPT-based AI 

and uncovered some valuable insights. Physicians aged 41-50 years have a lower likelihood of accepting 

AI (AOR=0.13 95% CI; 0.02-0.59) as their medical assistance in clinical practice compared to those 

physicians aged 21-30 years and this is moderately statistically significant. Gender plays a role as 

females exhibit a decreased likelihood of acceptance odds (AOR=0.29, 95% CI; 0.17-0.48) compared to 

male doctors, and this is highly statistically significant. However, gender doesn’t significantly impact 

awareness levels. The workplace factor yields results in the ‘Others’ category where participants have 

higher odds of accepting (AOR=3.11, 95% CI; 1.46-6.58) compared to those who work in govt. Hospital, 

which is moderately statistically significant. However, no factor was found to be statistically significant 

in terms of influencing awareness of GPT-based AI, suggesting that demographic characteristics may not 

play a major role in understanding general awareness of this technology. 

 

Table III: Demographic factors influencing Acceptance and Awareness of physician using GPT-based AI 

as their assistant in clinical practice 

 

Characteristics Acceptance Awareness 

AOR 95% CI AOR 95% CI 

Age group (years)   

21-30 Ref  Ref  

31-40 0.72 0.40-1.29 0.96 0.56-1.64 

41-50 0.13 0.02-0.59** 0.93 0.37-2.32 

51-60 0.18 0.02-1.24 0.32 0.09-1.15 

Gender   

Male Ref  Ref  

Female 0.29 0.17-0.48*** 1.06 0.65-1.71 

Education level   

Graduated Ref  Ref  

Post graduated 1.04 0.47-2.31 0.64 0.31-1.33 

Current designation   

Medical officer Ref  Ref  

Resident medical officer 1.25 0.43-3.59 0.85 0.33-2.16 

Register 2.91 0.71-11.86 2.77 0.62-12.34 

Professor 7.21 1.42-36.63* 1.29 0.37-4.39 

Others 1.13 0.57-2.23 1.49 0.78-2.83 

Current workplace   

Govt. hospital Ref  Ref  

Private hospital 1.24 0.56-2.74 0.70 0.36-1.38 

Medical collage/teaching hospital 0.75 0.28-2.01 1.15 0.52-2.55 

Healthcare clinic/center 1.71 0.57-5.13 0.74 0.43-1.67 

Others 3.11 1.46-6.58** 0.85  

 

Denote: (P-value indication: * = p-value <0.05, ** = p-value <0.01, *** = p-value <0.001, 

AOR=adjusted odds ratio) 

 

Discussion 

Through our study, we have found some valuable 

insight regarding how registered doctors in 

Bangladesh perceive and embrace GPT-based AI 

tools for healthcare purposes. The prevalence 

showed that 26.13% actively support, while 

71.11% are aware of the use of GPT-based AI in 

their clinical practice. The high level of awareness 

indicates knowledge of the technology that exists, 

and registered doctors in Bangladesh have known 

this. This increased awareness could be possible 

due to the growing discussions around AI in 
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healthcare, including conferences and professional 

development efforts that highlight its potential in 

settings33. On the other hand, the lower percentage 

of physicians who want to accept (26.13%) AI as 

their healthcare assistance in Bangladesh may 

suggest physicians are hesitant to adopt GPT-

based AI in healthcare due to concerns about the 

learning curve, potential disruptions, and ethical 

implications. Issues like patient privacy, data 

security, and ethical use of AI algorithms 

contribute to this caution as physicians balance 

technological advancements with ethical 

standards34. Their cautious approach is driven by a 

demand for concrete evidence on the effectiveness 

and reliability of GPT-based AI in real-world 

medical settings. After knowing the prevalence, it 

is now important to demonstrate the demographic 

characteristics of the participating doctors. The 

majority of participants were in the 21-30 age 

groups, with more than one-third of the doctors 

being male and around two-thirds being female. 

Moreover, two-thirds of the participants hold only 

an MBBS degree, more than half are working as 

medical officers, and they are working across 

diverse workplaces, including government 

hospitals, private hospitals, medical colleges or 

teaching hospitals, healthcare clinics or centres, 

and other workplaces. Moving toward bivariate 

and multivariate analysis, we uncovered an 

important association between demographics and 

the acceptance and awareness of doctors regarding 

using GPT-based AI as their healthcare assistance. 

Age was found to have a significant connection to 

acceptance. It was also discovered that physicians 

of different age groups exhibited differing degrees 

of acceptance. There is a notable trend seen where 

the Increased age group tends to decrease the 

acceptance of AI as a healthcare assistant. This is 

also reflected in the multivariate part, as 

Physicians aged 41-50 years have a lower 

likelihood of accepting AI as their medical 

assistance in clinical practice compared to those 

physicians aged 21-30 years and this is 

moderately statistically significant. One possible 

reason could be attributed to a generational 

divergence in familiarity and comfort with 

emerging technologies35. Physicians in the 21-30 

age groups might be more comfortable and willing 

to integrate AI technologies into their medical 

practice as they may have more knowledge of 

modern technologies. This could be attributed to 

their positive thinking on adopting this 

technology. On the contrary, physicians aged 41-

50 exhibit a relatively lower acceptance, 

potentially stemming from a lesser degree of 

familiarity or adaptability to newer technological 

innovations. Gender also played a role in 

significant association with the acceptance of 

GPT-based AI among physicians in Bangladesh. 

There is a decreasing trend towards female 

physicians as acceptance was more found in males 

rather than females. Although there is no 

statistically significant finding, women showed 

high awareness of the technology (66.08%). 

Multivariate analysis also revealed that females 

exhibit a decreased likelihood of acceptance odds 

compared to male doctors, which could contribute 

to male physicians' having more positive attitude 

and acceptance as they are more likely to keep 

themselves up to date with modern technology, 

while female physicians may have lower 

knowledge levels and less adaptability towards 

AI36. Moreover, the present workplace showed a 

strong association with acceptance. We had 

workplace categories which include: Govt. 

hospital, Private hospital, Medical 

collage/teaching hospital, healthcare clinic/center, 

others. It was found that the other categories have 

the highest acceptance rate (42.31%). This has 

also been reflected in the multivariate part, as they 

found a diverse trend across the workplace 

categories. Other categories showed a higher 

likelihood of accepting AI compared to those who 

work in govt. Hospital. One possible reason could 

be utilizing modern technology, fostering 

innovation, and a more favorable disposition 

toward AI adoption. The higher acceptance rates 

observed among those affiliated with the ‘Others’ 

workplace category, such as private research 

institutions or tech-driven healthcare entities, may 

be attributed to a strategic emphasis on embracing 

cutting-edge technologies within their medical 

practices37. Throughout the study, no statistically 

significant association or demographic factor 

influencing awareness of GPT-based AI was 

identified. Despite examining various 

demographic characteristics, including age, 

gender, education level, and workplace, none were 

found to have a significant impact on the 

awareness levels among the participants. This 

absence of statistically significant associations 

suggests that demographic factors may not play a 
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major role in shaping the general awareness of 

GPT-based AI in the context of the study. 

 

Limitation 

The sampling method used in this study may have 

introduced bias since participants were recruited 

through social media, which could limit the 

applicability of the findings to a group of 

physicians in Bangladesh. Additionally, relying on 

self-reported data collected both digitally and 

physically can lead to response bias, where 

participants provide answers that are desirable or 

inaccurately recall information. Despite efforts to 

ensure the validity and reliability of the survey, 

there may still be limitations related to how 

questions were worded and the response options 

provided, which can influence how participants 

respond and subsequent data analysis. 

Furthermore, focusing on demographic factors 

may overlook other important factors like socio-

economic status or technological infrastructure 

that could also influence the findings. It's worth 

noting that this study’s cross-sectional design only 

provides a snapshot at a point in time, making it 

difficult to establish causality or capture changes 

over time. Lastly, it's important to recognize that 

external factors such as policies, regulatory 

frameworks, and technological advancements 

weren't extensively explored in this study but 

could play a role in shaping the acceptance of AI 

in practice. Subjectivity is introduced in the 

analysis of physician awareness when using a 

Likert scale, as the interpretation of themes 

heavily depends on judgment. It is crucial to 

acknowledge these limitations to ensure a nuanced 

understanding of the study's findings and to 

provide guidance for further research in the 

evolving realm of AI implementation in 

healthcare. 

 

Conclusion 

Our study provides insights into how registered 

doctors in Bangladesh perceive GPT-based AI 

tools in healthcare. While 26.13% actively support 

and 71.11% are aware of AI in clinical practice, a 

lower acceptance rate suggests hesitancy due to 

concerns about the learning curve, potential 

disruptions, and ethical implications or other 

barriers. Demographically, age, gender, and 

workplace exhibit notable associations with AI 

acceptance. Younger physicians and males show 

higher acceptance. The absence of statistically 

significant associations in awareness indicates that 

demographic factors may not significantly 

influence general awareness of GPT-based AI in 

this context. Our results emphasize the 

relationship between demographics and 

technology adoption dynamics, underscoring the 

importance of tailored strategies to address 

concerns and encourage healthcare technology 

integration. Further study should focus on 

assessing the Knowledge, attitude, and practice of 

the physician regarding their adoption of using 

GPT-based AI as their medical assistant. 

 

References 

1. Kumar Y, Koul A, Singla R, Ijaz MF. 

Artificial intelligence in disease diagnosis: a 

systematic literature review, synthesizing 

framework and future research agenda. J 

Ambient Intell Human Comput. 2023;14(7): 

8459-86. 

2. Chen M, Zhang B, Cai Z, Seery S, Gonzalez 

MJ, Ali NM et al. Acceptance of clinical 

artificial intelligence among physicians and 

medical students: A systematic review with 

cross-sectional survey. Front Med. 2022;9: 

990604. 

3. Shinde NV, Akhade A, Bagad P, Bhavsar H, 

Wagh SK, Kamble A. Healthcare Chatbot 

System using Artificial Intelligence. In: 2021 

5th International Conference on Trends in 

Electronics and Informatics (ICOEI). 

Tirunelveli, India: IEEE. 2021. p.1-8. 

Available from: https://ieeexplore.ieee.org/ 

document/9452902/ 

4. Jovanovic M, Baez M, Casati F. Chatbots as 

Conversational Healthcare Services. IEEE 

Internet Comput. 2021;25(3):44-51.  

5. Oh YJ, Zhang J, Fang ML, Fukuoka Y. A 

systematic review of artificial intelligence 

chatbots for promoting physical activity, 

healthy diet, and weight loss. Int J Behav Nutr 

Phys Act. 2021;18(1):160.  

6. Brookes T, Hoffman C. How-To Geek. 

2023:8. ChatGPT AI Alternatives (Free and 

Paid). Available from: https://www. 

howtogeek.com/875801/chatgpt-alternatives/ 

7. Sabrina Ortiz. ZDNET. The best AI chatbots 

of 2024: ChatGPT and alternatives. Available 

from: https://www.zdnet.com/article/best-ai-

chatbot/ 

https://ieeexplore.ieee.org/document/9452902/
https://ieeexplore.ieee.org/document/9452902/
https://www.zdnet.com/article/best-ai-chatbot/
https://www.zdnet.com/article/best-ai-chatbot/


Original Contribution 

Mymensingh Med J 2024 Oct; 33 (4) 
 

1228 

8. Benedetto AGD. The Verge. 2023. AI 

chatbots compared: Bard vs. Bing vs. 

ChatGPT. Available from: https://www.the 

verge.com/2023/3/24/23653377/ai-chatbots-

comparison-bard-bing-chatgpt-gpt-4. 

9. Rashid J, Batool S, Kim J, Wasif Nisar M, 

Hussain A, Juneja S et al. An Augmented 

Artificial Intelligence Approach for Chronic 

Diseases Prediction. Front Public Health. 

2022;10:860396. 

10. Sychyk A. Why Real-Time Data Analysis is 

Crucial for Healthcare. Read Write. 2020. 

Available from: https://readwrite.com/why-

real-time-data-analysis-is-crucial-for-health 

care/ 

11. Alex Tamkin, Deep Ganguli. How Large 

Language Models Will Transform Science, 

Society and AI. 2021. Available from: 

https://hai.stanford.edu/news/how-large-

language-models-will-transform-science-

society-and-ai. 

12. Miguel Grinberg. Twilio. The Ultimate Guide 

to OpenAI’s GPT-3 Language Model. 

Available from: https://www.twilio.com/en-

us/blog/ultimate-guide-openai-gpt-3-language 

-model. 

13. Dave T, Athaluri SA, Singh S. ChatGPT in 

medicine: an overview of its applications, 

advantages, limitations, future prospects, and 

ethical considerations. Front Artif Intell. 2023; 

6:1169595. 

14. Kung TH, Cheatham M, Medenilla A, Sillos 

C, De Leon L, Elepaño C et al. Performance 

of ChatGPT on USMLE: Potential for AI-

assisted medical education using large 

language models. Dagan A. Editor. PLOS 

Digit Health. 2023;2(2):e0000198. 

15. Petersson L, Larsson I, Nygren JM, Nilsen P, 

Neher M, Reed JE et al. Challenges to 

implementing artificial intelligence in 

healthcare: a qualitative interview study with 

healthcare leaders in Sweden. BMC Health 

Serv Res. 2022;22(1):850. 

16. Office USGA. Artificial Intelligence in Health 

Care: Benefits and Challenges of 

Technologies to Augment Patient Care. U.S. 

GAO. Available from: https://www.gao. 

gov/products/gao-21-7sp. 

17. Transforming healthcare with AI: The impact 

on the workforce and organizations | 

McKinsey. Available from: https://www. 

mckinsey.com/industries/healthcare/our-

insights/transforming-healthcare-with-ai. 

18. Schönberger D. Artificial intelligence in 

healthcare: a critical analysis of the legal and 

ethical implications. International Journal of 

Law and Information Technology. 2019; 

27(2):171-203. 

19. Home • AI for Global Health Research. 

Available from: https://ai-globalhealth 

research.tghn.org/ 

20. Sapci AH, Sapci HA. Artificial Intelligence 

Education and Tools for Medical and Health 

Informatics Students: Systematic Review. 

JMIR Med Educ. 2020;6(1):e19285. 

21. Nagendran M, Chen Y, Lovejoy CA, Gordon 

AC, Komorowski M, Harvey H et al. 

Artificial intelligence versus clinicians: 

systematic review of design, reporting 

standards and claims of deep learning studies. 

BMJ. 2020;m689. 

22. Bettoni A, Matteri D, Montini E, Gładysz B, 

Carpanzano E. An AI adoption model for 

SMEs: a conceptual framework. IFAC-Papers 

On Line. 2021;54(1):702-8. 

23. CDW JKJK is the director of healthcare sales 

at. Technology Solutions That Drive 

Healthcare. How Healthcare Chatbots are 

Expanding Automated Medical Care. 

Available from: https://healthtechmagazine. 

net/article/2020/08/are-you-there-chatbot-auto 

mated-care-grows. 

24. Omnia Health Insights. 2020. Chatbots for 

healthcare: AI assistants to the rescue. 

Available from: https://news.omnia-health. 

com/technology/chatbots-healthcare-ai-assista 

nts-rescue. 

25. Education IBM. IBM Blog. 2023. The 

benefits of AI in healthcare. Available from: 

https://www.ibm.com/blog/the-benefits-of-ai-

in-healthcare/www.ibm.com/blog/the-benefits 

-of-ai-in-healthcare. 

26. Dhilawala A. Benefits of Artificial 

Intelligence in Healthcare & Medicine. Galen 

Data. 2019. Available from: https://galendata. 

com/ai-benefits-healthcare/ 

27. Ortega M, Sanky M, Steller M. Databricks. 

2021. Applying Natural Language Processing 

to Healthcare Text at Scale. Available from: 

https://www.databricks.com/blog/2021/07/01/

applying-natural-language-processing-to-heal 

thcare-text-at-scale.html. 

https://readwrite.com/why-real-time-data-analysis-is-crucial-for-healthcare/
https://readwrite.com/why-real-time-data-analysis-is-crucial-for-healthcare/
https://readwrite.com/why-real-time-data-analysis-is-crucial-for-healthcare/
https://hai.stanford.edu/news/how-large-language-models-will-transform-science-society-and-ai
https://hai.stanford.edu/news/how-large-language-models-will-transform-science-society-and-ai
https://hai.stanford.edu/news/how-large-language-models-will-transform-science-society-and-ai
https://www.twilio.com/en-us/blog/ultimate-guide-openai-gpt-3-language-model
https://www.twilio.com/en-us/blog/ultimate-guide-openai-gpt-3-language-model
https://www.twilio.com/en-us/blog/ultimate-guide-openai-gpt-3-language-model
https://www.ibm.com/blog/the-benefits-of-ai-in-healthcare/www.ibm.com/blog/the-benefits%20-of-ai-in-healthcare
https://www.ibm.com/blog/the-benefits-of-ai-in-healthcare/www.ibm.com/blog/the-benefits%20-of-ai-in-healthcare
https://www.ibm.com/blog/the-benefits-of-ai-in-healthcare/www.ibm.com/blog/the-benefits%20-of-ai-in-healthcare
https://www.databricks.com/blog/2021/07/01/applying-natural-language-processing-to-healthcare-text-at-scale.html
https://www.databricks.com/blog/2021/07/01/applying-natural-language-processing-to-healthcare-text-at-scale.html
https://www.databricks.com/blog/2021/07/01/applying-natural-language-processing-to-healthcare-text-at-scale.html


Original Contribution 

Mymensingh Med J 2024 Oct; 33 (4) 
 

1229 

28. Gazetteterrymurphy. Harvard Gazette. 2020. 

Risks and benefits of an AI revolution in 

medicine. Available from: https://news. 

harvard.edu/gazette/story/2020/11/risks-and-

benefits-of-an-ai-revolution-in-medicine/ 

29. Artificial Intelligence and Start-Ups in Low- 

and Middle-Income Countries: Progress, 

Promises and Perils. Mobile for Development. 

2021. Available from: https://www.gsma. 

com/mobilefordevelopment/resources/artificia

l-intelligence-and-start-ups-in-low-and-middle 

-income-countries-progress-promises-and-

perils/ 

30. López DM, Rico-Olarte C, Blobel B, Hullin 

C. Challenges and solutions for transforming 

health ecosystems in low- and middle-income 

countries through artificial intelligence. Front 

Med. 2022;9:958097. 

31. Papadopoulos L. Interesting Engineering. 

2023. Gates Foundation’s latest ‘Challenge’ 

seeks to help low-income countries through 

AI. Available from: https://interesting 

engineering.com/innovation/gates-foundations 

-ai-challenge-help-low-income-countries. 

32. Kawser R. Dhaka Tribune. Patient, doctors, 

nurses ratio: Bangladesh lags far behind its 

neighbours. Available from: https://www. 

dhakatribune.com/bangladesh/health/182728/

patient-doctors-nurses-ratio-bangladesh-lags. 

33. Bajwa J, Munir U, Nori A, Williams B. 

Artificial intelligence in healthcare: 

transforming the practice of medicine. Future 

Healthc J. 2021;8(2):e188-94. 

34. Farhud DD, Zokaei S. Ethical Issues of 

Artificial Intelligence in Medicine and 

Healthcare. Iran J Public Health. 2021; 

50(11):i-v. 

35. Felgner S, Ex P, Henschke C. Physicians’ 

Decision Making on Adoption of New 

Technologies and Role of Coverage with 

Evidence Development: A Qualitative Study. 

Value in Health. 2018;21(9):1069-76. 

36. Faihs V, Figalist C, Bossert E, Weimann K, 

Berberat PO, Wijnen-Meijer M. Medical 

Students and Their Perceptions of Digital 

Medicine: a Question of Gender? Med Sci 

Educ. 2022;32(5):941-6. 

37. Cohen AB, Stump L, Krumholz HM, Cartiera 

M, Jain S, Scott Sussman L et al. Aligning 

mission to digital health strategy in academic 

medical centers. NPJ Digit Med. 2022;5(1): 

67.

 


